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Self-Directed Learning 465

machine learning literature. This subfield of computer science 
seeks optimized learning algorithms that can construct or con-
trol their own training experience. Finally, we address the fun-
damental dilemma regarding self-directed learning that lies at 
the heart of recent debates in the educational literature (e.g., 
Klahr & Nigam, 2004; Mayer, 2004): When does self-directed 
learning improve learning, retention, or transfer, and when do 
learners fall prey to biases that limit their ability to effectively 
gather information? Although much of the research surveyed 
in this review focuses on basic cognitive processes involved in 
learning and memory, we highlight how this emerging cluster 
of ideas may apply to educationally relevant scenarios. We 
conclude that self-directed learning remains a relatively under-
studied issue in cognitive science (at least in comparison to the 
education literature) but one that holds fundamental implica-
tions for theories of learning and memory.

What Is Meant by “Self-Directed” Learning?
Although the idea that learning should be “active” or “self-
directed” is a long-standing and influential idea, there is often 
a lack of agreement about exactly what this means (Chi, 2009). 
For example, self-directed learning is alternately associated 
with physical activity during a task (e.g., Harman, Humphrey, 
& Goodale, 1999), the generation effect (i.e., enhanced long-
term memory for material that is actively retrieved; Crutcher 
& Healy, 1989; Jacoby, 1978), or with elaborative cognitive 
processes such as providing self-generated explanations 
(Lombrozo, 2006; Roscoe & Chi, 2007, 2008). The present 
article focuses on a single dimension of self-directed learning, 
namely, the consequence of allowing learners to make deci-
sions about the information they want to experience (see  
Fig. 1). Our assertion is that interactions between information 
sampling behavior (i.e., the decision to access or gather some 
piece of information) and learning is one domain in which 
education, cognitive science, cognitive neuroscience, and 

machine learning research have the greatest immediate poten-
tial for cross-fertilization.

However, distinguishing between these various senses of 
self-directed learning is difficult in most realistic learning situ-
ations. For example, in a passive learning environment wherein 
choices about information selection are limited, learners can 
still choose to selectively attend to different cues or features of 
the presented stimulus (e.g., Rehder & Hoffman, 2005). Even 
a teacher-led, “passive” student might be cognitively active in 
the sense of mentally evaluating hypotheses or explanations, 
just as a self-directed learner may engage in self-explanation 
in order to decide what information to access. Likewise, the 
degree of engagement of individual learners in a task (i.e., 
their level of “cognitive activity”) may be influenced by 
whether they are physically active during learning. Neverthe-
less, as our review will summarize, there are important psy-
chological implications simply from allowing learners to make 
decisions about what information they want to access.

Experimental Approaches to  
Self-Directed Learning
As defined above, self-directed learning situations are relevant 
to a broad range of cognitive tasks. To highlight the basic dis-
tinction, the following section provides examples of popular 
learning tasks from cognitive psychology and compares them 
with nearly identical “self-directed” alternatives (see Table 1 
for a summary). As we highlight later in the review, even rela-
tively small changes to a learning task can have dramatic con-
sequences for what is learned and retained.

Memory encoding
One key element of classroom learning is memorizing new 
facts. In many contemporary laboratory tasks used to study 
memory, the experimenter determines the sequence and timing 

IN A NOT SO FAR OFF LAND...

EH ?
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Fig. 1. An example of self-directed learning in everyday life. In the scene, a young child is flipping through 
the pages of a storybook. At some point, the child comes to a picture she finds interesting and requests the 
name of the object from the caregiver. A key feature of this example is that the learner herself, as opposed 
to the parent or teacher, controls the learning sequence through her choices and actions.
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Learns whether the compounds are active or inactive
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Transfers newly learned active compound into "Training data."
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Transfers newly learned active compound into "Training data."
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Evaluate the prediction model by "Testing data."
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Figure 1: Regression tree for predicting price of 1993-model cars. All features have been 
standardized to have zero mean and unit variance. Note that the order in which variables are 
examined depends on the answers to previous questions. The numbers in parentheses at the 
leaves indicate how many cases (data points) belong to each leaf.
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Figure 2: The partition of the data implied by the regression tree from Figure 1.
Notice that all the dividing lines are parallel to the axes, because each internal
node checks whether a single variable is above or below a given value.

The tree correctly represents the interaction between Horsepower and Wheelbase.
When Horsepower > 0.6, Wheelbase no longer matters. When both are equally
important, the tree switches between them. (See Figure 2.)

Once we fix the tree, the local models are completely determined, and easy
to find (we just average), so all the e↵ort should go into finding a good tree,
which is to say into finding a good partitioning of the data. We’ve already seen,
in clustering, some ways of doing this, and we’re going to apply the same ideas
here.

In clustering, remember, what we would ideally do was maximizing I[C;X],
the information the cluster gave us about the features X. With regression trees,
what we want to do is maximize I[C;Y ], where Y is now the dependent variable,
and C are now is the variable saying which leaf of the tree we end up at. Once
again, we can’t do a direct maximization, so we again do a greedy search. We
start by finding the one binary question which maximizes the information we
get about Y ; this gives us our root node and two daughter nodes. At each
daughter node, we repeat our initial procedure, asking which question would
give us the maximum information about Y , given where we already are in the

4

Figure 2: 
The partition of the data 
implied by the regression 
tree from Figure 1. Notice 
that all the dividing lines are 
parallel to the axes, because 
each internal node checks 
whether a single variable is 
above or below a given 
value.�
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Efficient and high-performance training�
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CXCR4:�

• G-protein-coupled receptor 
 
• Involved in a number of hematopoietic and immune systems 
 
• Associated with HIV, cancer, rheumatoid arthritis, etc. 

CXCL-12:�

• Endogenous ligand of CXCR4 
 
• Form a part of inter-cellular signaling system�

However, It is difficult to find low-molecular-weight inhibitors 
of protein-protein interactions. 
� Decided to utilize active learning.�
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Explorative strategy:�

• Improves the model 
 
• Picks wide range of molecule scaffolds 
 
- Not always proposes favorable structures�

Exploitive strategy:�

• Retrieves active compounds 
 
- Not always proposes various structures 

- Sometimes the model decays�
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FIG. 2

Comparison of the behavior of an explorative and an exploitive strategy (see also Box 1). A random forest regression model (scikit-learn-0.14.1) was built on affinity
data (IC50, Kd, and EC50) and Morgan fingerprints (radius = 4, 2048 bits) for human cyclin-dependent kinase 2 (CDK2) ligand data from ChEMBL (version 19, www.
ebi.ac.uk/chembl/) [61] containing 3780 structures. The data were split into three equal parts in a stratified manner according to activity. One part was used for
initial model training (‘training set’), one as a set from which the model was allowed to pick new structures (‘learning set’) and another for external validation to
monitor the development of the mean squared error (MSE) on unknown data (‘test set’). Active learning was performed for a total of 100 iterations for all applied
strategies. Initial model training and active learning was repeated 100 times for estimating the impact of the stochastic model creation [we show mean values and
standard deviations in (a–c)]. Maximum prediction was used as the exploitive strategy (shown in blue) and query-by-committee (i.e., maximum prediction
variance) as the explorative strategy (shown in orange). Random molecule picking (shown in gray) served as a baseline. The explorative strategy rapidly reduces
the error on the test set and converges towards the minimal possible error (black line, average error of 100 models trained on all training and learning data),
whereas the performance of the exploitive model fluctuates and is outperformed even by random selection (a). Conversely, the exploitive strategy successfully
retrieves highly active compounds, whereas the explorative strategy samples activity equivalent to random selection (b). This is also visible in the number of
scaffolds retrieved by the different strategies: whereas the exploitive strategy largely samples from the universe of known, active scaffolds, the explorative strategy
selects compounds with scaffolds that are not contained in the training data (c). For further analysis, activity landscapes (Lisard-1.2.6) were created using a
principle component analysis (PCA) of CATS2 descriptions of the same ChEMBL CDK2 data. Trajectories of selected molecules are visualized when the active-
learning strategies are initialized with only one randomly picked example (CHEMBL326275) as training data. Whereas both random selection (d) and the
explorative strategy (e) sample from larger areas of the landscape, the exploitive strategy (f) is focused on an activity island after it found the first highly active
compound.
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FIG. 2

Comparison of the behavior of an explorative and an exploitive strategy (see also Box 1). A random forest regression model (scikit-learn-0.14.1) was built on affinity
data (IC50, Kd, and EC50) and Morgan fingerprints (radius = 4, 2048 bits) for human cyclin-dependent kinase 2 (CDK2) ligand data from ChEMBL (version 19, www.
ebi.ac.uk/chembl/) [61] containing 3780 structures. The data were split into three equal parts in a stratified manner according to activity. One part was used for
initial model training (‘training set’), one as a set from which the model was allowed to pick new structures (‘learning set’) and another for external validation to
monitor the development of the mean squared error (MSE) on unknown data (‘test set’). Active learning was performed for a total of 100 iterations for all applied
strategies. Initial model training and active learning was repeated 100 times for estimating the impact of the stochastic model creation [we show mean values and
standard deviations in (a–c)]. Maximum prediction was used as the exploitive strategy (shown in blue) and query-by-committee (i.e., maximum prediction
variance) as the explorative strategy (shown in orange). Random molecule picking (shown in gray) served as a baseline. The explorative strategy rapidly reduces
the error on the test set and converges towards the minimal possible error (black line, average error of 100 models trained on all training and learning data),
whereas the performance of the exploitive model fluctuates and is outperformed even by random selection (a). Conversely, the exploitive strategy successfully
retrieves highly active compounds, whereas the explorative strategy samples activity equivalent to random selection (b). This is also visible in the number of
scaffolds retrieved by the different strategies: whereas the exploitive strategy largely samples from the universe of known, active scaffolds, the explorative strategy
selects compounds with scaffolds that are not contained in the training data (c). For further analysis, activity landscapes (Lisard-1.2.6) were created using a
principle component analysis (PCA) of CATS2 descriptions of the same ChEMBL CDK2 data. Trajectories of selected molecules are visualized when the active-
learning strategies are initialized with only one randomly picked example (CHEMBL326275) as training data. Whereas both random selection (d) and the
explorative strategy (e) sample from larger areas of the landscape, the exploitive strategy (f) is focused on an activity island after it found the first highly active
compound.
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FIG. 2

Comparison of the behavior of an explorative and an exploitive strategy (see also Box 1). A random forest regression model (scikit-learn-0.14.1) was built on affinity
data (IC50, Kd, and EC50) and Morgan fingerprints (radius = 4, 2048 bits) for human cyclin-dependent kinase 2 (CDK2) ligand data from ChEMBL (version 19, www.
ebi.ac.uk/chembl/) [61] containing 3780 structures. The data were split into three equal parts in a stratified manner according to activity. One part was used for
initial model training (‘training set’), one as a set from which the model was allowed to pick new structures (‘learning set’) and another for external validation to
monitor the development of the mean squared error (MSE) on unknown data (‘test set’). Active learning was performed for a total of 100 iterations for all applied
strategies. Initial model training and active learning was repeated 100 times for estimating the impact of the stochastic model creation [we show mean values and
standard deviations in (a–c)]. Maximum prediction was used as the exploitive strategy (shown in blue) and query-by-committee (i.e., maximum prediction
variance) as the explorative strategy (shown in orange). Random molecule picking (shown in gray) served as a baseline. The explorative strategy rapidly reduces
the error on the test set and converges towards the minimal possible error (black line, average error of 100 models trained on all training and learning data),
whereas the performance of the exploitive model fluctuates and is outperformed even by random selection (a). Conversely, the exploitive strategy successfully
retrieves highly active compounds, whereas the explorative strategy samples activity equivalent to random selection (b). This is also visible in the number of
scaffolds retrieved by the different strategies: whereas the exploitive strategy largely samples from the universe of known, active scaffolds, the explorative strategy
selects compounds with scaffolds that are not contained in the training data (c). For further analysis, activity landscapes (Lisard-1.2.6) were created using a
principle component analysis (PCA) of CATS2 descriptions of the same ChEMBL CDK2 data. Trajectories of selected molecules are visualized when the active-
learning strategies are initialized with only one randomly picked example (CHEMBL326275) as training data. Whereas both random selection (d) and the
explorative strategy (e) sample from larger areas of the landscape, the exploitive strategy (f) is focused on an activity island after it found the first highly active
compound.
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FIG. 2

Comparison of the behavior of an explorative and an exploitive strategy (see also Box 1). A random forest regression model (scikit-learn-0.14.1) was built on affinity
data (IC50, Kd, and EC50) and Morgan fingerprints (radius = 4, 2048 bits) for human cyclin-dependent kinase 2 (CDK2) ligand data from ChEMBL (version 19, www.
ebi.ac.uk/chembl/) [61] containing 3780 structures. The data were split into three equal parts in a stratified manner according to activity. One part was used for
initial model training (‘training set’), one as a set from which the model was allowed to pick new structures (‘learning set’) and another for external validation to
monitor the development of the mean squared error (MSE) on unknown data (‘test set’). Active learning was performed for a total of 100 iterations for all applied
strategies. Initial model training and active learning was repeated 100 times for estimating the impact of the stochastic model creation [we show mean values and
standard deviations in (a–c)]. Maximum prediction was used as the exploitive strategy (shown in blue) and query-by-committee (i.e., maximum prediction
variance) as the explorative strategy (shown in orange). Random molecule picking (shown in gray) served as a baseline. The explorative strategy rapidly reduces
the error on the test set and converges towards the minimal possible error (black line, average error of 100 models trained on all training and learning data),
whereas the performance of the exploitive model fluctuates and is outperformed even by random selection (a). Conversely, the exploitive strategy successfully
retrieves highly active compounds, whereas the explorative strategy samples activity equivalent to random selection (b). This is also visible in the number of
scaffolds retrieved by the different strategies: whereas the exploitive strategy largely samples from the universe of known, active scaffolds, the explorative strategy
selects compounds with scaffolds that are not contained in the training data (c). For further analysis, activity landscapes (Lisard-1.2.6) were created using a
principle component analysis (PCA) of CATS2 descriptions of the same ChEMBL CDK2 data. Trajectories of selected molecules are visualized when the active-
learning strategies are initialized with only one randomly picked example (CHEMBL326275) as training data. Whereas both random selection (d) and the
explorative strategy (e) sample from larger areas of the landscape, the exploitive strategy (f) is focused on an activity island after it found the first highly active
compound.
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FIG. 2

Comparison of the behavior of an explorative and an exploitive strategy (see also Box 1). A random forest regression model (scikit-learn-0.14.1) was built on affinity
data (IC50, Kd, and EC50) and Morgan fingerprints (radius = 4, 2048 bits) for human cyclin-dependent kinase 2 (CDK2) ligand data from ChEMBL (version 19, www.
ebi.ac.uk/chembl/) [61] containing 3780 structures. The data were split into three equal parts in a stratified manner according to activity. One part was used for
initial model training (‘training set’), one as a set from which the model was allowed to pick new structures (‘learning set’) and another for external validation to
monitor the development of the mean squared error (MSE) on unknown data (‘test set’). Active learning was performed for a total of 100 iterations for all applied
strategies. Initial model training and active learning was repeated 100 times for estimating the impact of the stochastic model creation [we show mean values and
standard deviations in (a–c)]. Maximum prediction was used as the exploitive strategy (shown in blue) and query-by-committee (i.e., maximum prediction
variance) as the explorative strategy (shown in orange). Random molecule picking (shown in gray) served as a baseline. The explorative strategy rapidly reduces
the error on the test set and converges towards the minimal possible error (black line, average error of 100 models trained on all training and learning data),
whereas the performance of the exploitive model fluctuates and is outperformed even by random selection (a). Conversely, the exploitive strategy successfully
retrieves highly active compounds, whereas the explorative strategy samples activity equivalent to random selection (b). This is also visible in the number of
scaffolds retrieved by the different strategies: whereas the exploitive strategy largely samples from the universe of known, active scaffolds, the explorative strategy
selects compounds with scaffolds that are not contained in the training data (c). For further analysis, activity landscapes (Lisard-1.2.6) were created using a
principle component analysis (PCA) of CATS2 descriptions of the same ChEMBL CDK2 data. Trajectories of selected molecules are visualized when the active-
learning strategies are initialized with only one randomly picked example (CHEMBL326275) as training data. Whereas both random selection (d) and the
explorative strategy (e) sample from larger areas of the landscape, the exploitive strategy (f) is focused on an activity island after it found the first highly active
compound.
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ebi.ac.uk/chembl/) [61] containing 3780 structures. The data were split into three equal parts in a stratified manner according to activity. One part was used for
initial model training (‘training set’), one as a set from which the model was allowed to pick new structures (‘learning set’) and another for external validation to
monitor the development of the mean squared error (MSE) on unknown data (‘test set’). Active learning was performed for a total of 100 iterations for all applied
strategies. Initial model training and active learning was repeated 100 times for estimating the impact of the stochastic model creation [we show mean values and
standard deviations in (a–c)]. Maximum prediction was used as the exploitive strategy (shown in blue) and query-by-committee (i.e., maximum prediction
variance) as the explorative strategy (shown in orange). Random molecule picking (shown in gray) served as a baseline. The explorative strategy rapidly reduces
the error on the test set and converges towards the minimal possible error (black line, average error of 100 models trained on all training and learning data),
whereas the performance of the exploitive model fluctuates and is outperformed even by random selection (a). Conversely, the exploitive strategy successfully
retrieves highly active compounds, whereas the explorative strategy samples activity equivalent to random selection (b). This is also visible in the number of
scaffolds retrieved by the different strategies: whereas the exploitive strategy largely samples from the universe of known, active scaffolds, the explorative strategy
selects compounds with scaffolds that are not contained in the training data (c). For further analysis, activity landscapes (Lisard-1.2.6) were created using a
principle component analysis (PCA) of CATS2 descriptions of the same ChEMBL CDK2 data. Trajectories of selected molecules are visualized when the active-
learning strategies are initialized with only one randomly picked example (CHEMBL326275) as training data. Whereas both random selection (d) and the
explorative strategy (e) sample from larger areas of the landscape, the exploitive strategy (f) is focused on an activity island after it found the first highly active
compound.
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Enamine HTS
compound collection
(1465960 compounds)

+

CXCR4 ligand data (IC50, Ki)
from ChEMBL19 Random Forest

Training

Chose the best-score compound
 and other compounds

which the Random Forest deemed "similar"
(a batch of 30 compounds)

scores the compounds
according to
1) affinity (w1 = 2)
2) variance (w2 = 1)
3) similarity (w3 = –1)

* Variance: opposite of "uncertainty"; Similarity: opposite of outlier measure.
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Transfers newly learned active compound into "Training data."
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Enamine HTS
compound collection
(1465960 compounds)

+

CXCR4 ligand data (IC50, Ki)
from ChEMBL19 Random Forest

Training

Chose the 10 top-scoring compound

scores the compounds
according to
1) affinity (w1 = 1)
2) variance (w2 = –1)
3) similarity (w3 = 0)

* Variance: opposite of "uncertainty"; Similarity: opposite of outlier measure.

Exploitive Strategy - Results 

30 1) Reker, D.; Schneider, P.; Schneider, G. Chem. Sci. 2016, 7, 3919.

NH

NH

N
N

NH

NH
S

S

IC50 ≈ 20 µM

S

H
N

H
N

N

IC50 ≈ 20 µM

N

N

N

N

NH

N
N

O

IC50 ≈ 30 µM

A�

Hit Expansion 

31 

Enamine HTS
compound collection
(1465960 compounds)

+

CXCR4 ligand data (IC50, Ki)
from ChEMBL19 Random Forest

Training

Chose similar compounds to
those of 1st iteration

scores the compounds
according to
1) affinity (w1 = 0)
2) variance (w2 = 0)
3) similarity (w3 = 1)

* Variance: opposite of "uncertainty"; Similarity: opposite of outlier measure.
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effect is 0.47 log units for the ve compounds that elicited
antagonistic assay readout (Table S5†).

We next posed the question of whether the newly added
training data had an impact on the nal predictions. Almost all
of the compounds selected in the exploitive iteration were pre-
dicted using data from the two learning iterations (Table S7†).
The only exception was integrilin, which seemed a reasonable
choice of the greedy algorithm given the initial training SAR
data for circular peptides with mono- or di-arginine groups.40

Such structures were not investigated in the active learning
approach. Integrilin is the only macrocycle among the 61 pool
compounds with a similar molecular weight (500 < MW < 1000 g
mol!1) that contain an arginine residue. The lack of activity of
integrilin adds to the SAR and promotes the utility of the
actively added information for use in the nal predictive model
(Table S7†). For example, hit compound 12 is an analog of the
compound 3 that was discovered here.

Hit expansion improves the understanding of novel CXCR4
inhibitors

Finally, we employed hit expansion of the most potent hits,
compounds 1 and 2, through sampling via the random forest
similarity. Almost all of the derivatives of compound 1 showed
activity (Table S8†). Losing the halogen substituent seemed to
be better tolerated compared with removing one of the two
furan rings. This is consistent with the hypothetical binding
mode of compound 1 where the two furan rings jointly interact
with R188, while the phenyl substituent forms no interactions
(Fig. 4B and S6†). The agonistic activity of compound 13
suggests a close relationship between agonists and antagonists
in this compound class. Further biochemical evaluation of
compound 13 will be necessary to ensure that this result is
consistent with other assays (Fig. S7†). When performing hit
expansion for compound 2, we did not nd many structural
analogs in the screening pool, which is reected by low levels of
similarity to compound 2 (Table S9†). This provides an expla-
nation for why these molecules were largely inactive with only
two exceptions. Compound 14 highlights the importance of
correctly positioning the two oxadiazoles, while the aromatic,
linear framework of compound 2 can be substituted by a tetra-
hydroquinoxaline. This is consistent with the binding-mode

hypothesis for compound 2 in which both oxadiazoles form
hydrogen bonds and arene interactions with the receptor, and
the aromatic linker is involved in p–p stacking (Fig. 4C and
S6†). In the asymmetric compound 15, a tricyclic ring system
replaces one of the oxadiazoles while maintaining activity,
suggesting possibilities for hit optimization.

The learning strategy determines the information gain

As a nal step of model evaluation, we repeated our analysis of
prediction uncertainty and feature importance with a model
trained on all the ChEMBL and screening data, including the
nal results from the greedy and the two hit expansion itera-
tions. We observed only marginal improvement of the predictive
uncertainty using the additional data points (Fig. 3A), suggesting
that the active compounds retrieved in the last iteration did not
add much information to the model. In line with this observa-
tion, the feature importance was similar to the previous learning
exercise (Fig. 3B). The minor model improvement while
retrieving actives contrasts the second learning iteration (“iter-
ation 2”), which sampled multiple inactive compounds that
strongly improved the model. These results further underline
the impact of the learning strategy on the actual value of the
retrieved compounds in terms of their activity and information
content. Our balanced learning strategy aims at nding infor-
mative actives. Accordingly, the rst learning iteration (“itera-
tion 1”) led to numerous informative actives (e.g., 1–6). Several
retrospective studies have proposed adaptive learning behavior
to compromise between the identication of actives and the
model improvement, for example by evolving stochastic
combinations of learning functions,41 Pareto-optimization,42 or
automated switching strategies.43 Jain and colleagues have
shown that using several selection strategies in parallel can help
identify novel inhibitors in subsequent iterations.44,45 As an
extension to these studies, our balanced approach considers
multiple objectives for each individual compound selection
instead of performing parallel or alternating selections.

Conclusions
We prospectively applied the emerging concept of active
learning to the identication of inhibitors of the CXCR4–CXCL-

Fig. 4 Hypothetical binding modes of three representative CXCR4 ligands predicted by GOLD (5.1) docking (PDB-ID: 3odu). Compounds 10 (A),
1 (B), and 2 (C) are shown as orange stick models. Dashed lines indicate potential polar interactions with the receptor atoms (green).

This journal is © The Royal Society of Chemistry 2016 Chem. Sci., 2016, 7, 3919–3927 | 3923

Edge Article Chemical Science

O
pe

n 
A

cc
es

s A
rti

cl
e.

 P
ub

lis
he

d 
on

 1
0 

M
ar

ch
 2

01
6.

 D
ow

nl
oa

de
d 

on
 1

7/
07

/2
01

6 
04

:0
6:

29
. 

 T
hi

s a
rti

cl
e 

is 
lic

en
se

d 
un

de
r a

 C
re

at
iv

e 
Co

m
m

on
s A

ttr
ib

ut
io

n-
N

on
Co

m
m

er
ci

al
 3

.0
 U

np
or

te
d 

Li
ce

nc
e.

View Article Online

effect is 0.47 log units for the ve compounds that elicited
antagonistic assay readout (Table S5†).

We next posed the question of whether the newly added
training data had an impact on the nal predictions. Almost all
of the compounds selected in the exploitive iteration were pre-
dicted using data from the two learning iterations (Table S7†).
The only exception was integrilin, which seemed a reasonable
choice of the greedy algorithm given the initial training SAR
data for circular peptides with mono- or di-arginine groups.40

Such structures were not investigated in the active learning
approach. Integrilin is the only macrocycle among the 61 pool
compounds with a similar molecular weight (500 < MW < 1000 g
mol!1) that contain an arginine residue. The lack of activity of
integrilin adds to the SAR and promotes the utility of the
actively added information for use in the nal predictive model
(Table S7†). For example, hit compound 12 is an analog of the
compound 3 that was discovered here.

Hit expansion improves the understanding of novel CXCR4
inhibitors

Finally, we employed hit expansion of the most potent hits,
compounds 1 and 2, through sampling via the random forest
similarity. Almost all of the derivatives of compound 1 showed
activity (Table S8†). Losing the halogen substituent seemed to
be better tolerated compared with removing one of the two
furan rings. This is consistent with the hypothetical binding
mode of compound 1 where the two furan rings jointly interact
with R188, while the phenyl substituent forms no interactions
(Fig. 4B and S6†). The agonistic activity of compound 13
suggests a close relationship between agonists and antagonists
in this compound class. Further biochemical evaluation of
compound 13 will be necessary to ensure that this result is
consistent with other assays (Fig. S7†). When performing hit
expansion for compound 2, we did not nd many structural
analogs in the screening pool, which is reected by low levels of
similarity to compound 2 (Table S9†). This provides an expla-
nation for why these molecules were largely inactive with only
two exceptions. Compound 14 highlights the importance of
correctly positioning the two oxadiazoles, while the aromatic,
linear framework of compound 2 can be substituted by a tetra-
hydroquinoxaline. This is consistent with the binding-mode

hypothesis for compound 2 in which both oxadiazoles form
hydrogen bonds and arene interactions with the receptor, and
the aromatic linker is involved in p–p stacking (Fig. 4C and
S6†). In the asymmetric compound 15, a tricyclic ring system
replaces one of the oxadiazoles while maintaining activity,
suggesting possibilities for hit optimization.

The learning strategy determines the information gain

As a nal step of model evaluation, we repeated our analysis of
prediction uncertainty and feature importance with a model
trained on all the ChEMBL and screening data, including the
nal results from the greedy and the two hit expansion itera-
tions. We observed only marginal improvement of the predictive
uncertainty using the additional data points (Fig. 3A), suggesting
that the active compounds retrieved in the last iteration did not
add much information to the model. In line with this observa-
tion, the feature importance was similar to the previous learning
exercise (Fig. 3B). The minor model improvement while
retrieving actives contrasts the second learning iteration (“iter-
ation 2”), which sampled multiple inactive compounds that
strongly improved the model. These results further underline
the impact of the learning strategy on the actual value of the
retrieved compounds in terms of their activity and information
content. Our balanced learning strategy aims at nding infor-
mative actives. Accordingly, the rst learning iteration (“itera-
tion 1”) led to numerous informative actives (e.g., 1–6). Several
retrospective studies have proposed adaptive learning behavior
to compromise between the identication of actives and the
model improvement, for example by evolving stochastic
combinations of learning functions,41 Pareto-optimization,42 or
automated switching strategies.43 Jain and colleagues have
shown that using several selection strategies in parallel can help
identify novel inhibitors in subsequent iterations.44,45 As an
extension to these studies, our balanced approach considers
multiple objectives for each individual compound selection
instead of performing parallel or alternating selections.

Conclusions
We prospectively applied the emerging concept of active
learning to the identication of inhibitors of the CXCR4–CXCL-

Fig. 4 Hypothetical binding modes of three representative CXCR4 ligands predicted by GOLD (5.1) docking (PDB-ID: 3odu). Compounds 10 (A),
1 (B), and 2 (C) are shown as orange stick models. Dashed lines indicate potential polar interactions with the receptor atoms (green).
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cluster representatives and their descriptor values suggest that
the newly learned features can assist in navigating CXCR4
ligand space.

The improved machine learning model identies a novel
chemotype

Motivated by the observed model change and the improvement
of prediction accuracy aer the rst two learning cycles, we
decided to tweak our selection function to focus on the retrieval
of actives (exploitation) in the third virtual screening round. We
scored the compounds according to a conservative affinity
estimate (pAffinity ! uncertainty),23,26 purchased the 10 top-
scoring compounds, and tested them in the arrestin assay at
a concentration of 30 mM (Table S5†). This time, we observed
a strong readout (inhibition below!80% or greater than 50% of
the control) for six of the 10 compounds. Approximately half of
the hits showed agonistic behavior in the assay, which suggests
that the model was still unable to distinguish agonists from
inverse agonists and antagonists.

The active learning approach discovered thiourea derivatives
as innovative CXCR4 ligands in the exploitive iteration (4/10
compounds, Table S5†). Novartis previously reported fully
substituted isothiourea derivatives as CXCR4 antagonists.38

Crystallographic receptor–ligand complexes conrmed this
substructure forms at least two relevant hydrogen-bond inter-
actions,39 which we consistently observed for our thiourea
compounds in hypothetical ligand–receptor complexes ob-
tained by computational ligand docking (Fig. 4A and Fig. S6†).
Importantly, the molecular descriptors employed do not
perceive this substructure variation as a trivial modication,
which is reected in the low ranks (>5000) of these hits when
predicting their activity with the initial random forest model
that was trained on the ChEMBL CXCR4 data containing the
isothiourea compounds. In fact, with their elongated shape and
terminal aromatic rings, some of our hits seem to constitute
hybrids of known CXCR4 ligands, suggesting that the model
successfully generalized over the known SARs. We tested this
hypothesis by investigating the reference compounds used for
predicting the most potent thiourea compound 10, and found
that the model coupled this chemical structure with distinct
types of CXCR4 antagonists, including diamines,32 cyclam
AMD3100 derivatives,16 isothiourea38 and guanidine-containing
compounds35 (Table S6†). The notable chemical similarity to
known antagonists is attractive for model interpretation. It
originates from the greedy selection strategy that forces the
algorithm to borrow from known actives to maintain high
condence in the predictions. The activities of the retrieved hits
are fully in line with the prediction. The mean absolute differ-
ence between the conservative predictions and the observed

Fig. 3 Estimation of model improvement and architecture change
after the prospective active learning iterations. (A) Difference in
predictive uncertainty (standard deviation of predictions of trees)23 for
the Enamine screening collection30 using the random forest models.
The individual random forest models were trained on the ChEMBL19
data (“iteration 0”),28 the ChEMBL19 data plus the first active learning
iteration results (“iteration 1”), the ChEMBL19 data plus both active
learning iteration results (“iteration 2”), or the ChEMBL19 data plus both
learning and the exploitive and hit-expansion iterations (“iteration 3”).
(B) Change in random forest feature importance25 for the top features
of themodels “iteration 0”, “iteration 1” and “iteration 2”. We can clearly
observe the development of different classes of feature importance.
For example, many features became consistently more or less
important during learning (I and VI), while others seem to have
converged after the first learning iteration (III and V). More interest-
ingly, a few features have been only discovered (II) or have been dis-
valued (IV) during the second iteration. The importance values for the
model “iteration 3” are shown for comparison. (C) Position of the top
100 predicted screening compounds from each model in feature
space (colored dots). The feature space was generated as the first two
principle components (PC1, PC2) of normalized features selected in (B).

The cluster representatives (colored dots with black circles) are shown
as chemical structures and their normalized feature values in radar
charts. In these radar charts, the circle corresponds to the maximal
feature values, and the black, filled areas correspond to the feature
values for the respective chemical structure shown. The features are
arranged as in (B).
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Active Learning for Drug Discovery: 
 
- Needs “Training Data” i.e. substantial precedent experimental results. 
 
- Cannot distinguish agonist and antagonist. 
 
 

   But 
 
 
• Random forest enables efficient prediction. 
 
• Offers brand new type of lead compounds for difficult target. 
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Active Learning for Drug Discovery: 
 
- Needs “Training Data” i.e. substantial precedent experimental results. 
 
- Cannot distinguish agonist and antagonist. 
 
 

   But 
 
 
• Random forest enables efficient prediction. 
 
• Offers brand new type of lead compounds for difficult target. 
 
• Especially powerful for salvaging false-negatives. 
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Parameter Optimization for Selection 
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Supplementary Information   S6 

 
Table S1: Parameter optimization for balanced active learning model on CXCR4 time 
series data. Compounds were sorted according to publication year and the first 33% 
served as training data. The remaining 66% were randomly split into learning set and 
external test set. Active learning was run for 50 iterations. The parameters are the 
weights of the weighted average for the selection function, balancing the influence of 
the predicted affinity (w1), the uncertainty about that prediction (w2), and the random 
forest outlier measure calculated for that compound (w3). After the active learning 
model was trained, we calculated four different evaluation criteria: (i) the reduction of 
the mean squared error (MSE) on a randomly selected test set (ii) the number of 
scaffolds investigated (scaffold count SC) (iii) the average affinity of the picked 
compounds (AF) (iv) the area under the learning curve (ALC). The selected 
parameter set and the associated model quality is shown in bold. 

tested	parameters	 model	quality	
w1	 w2	 w3	 MSE	 SC	 AF	 ALC	
0.00	 0.00	 1.00	 1.58	 90.00	 7.37	 0.09	
0.00	 1.00	 0.00	 1.63	 88.00	 7.36	 0.16	
0.00	 0.71	 0.71	 1.62	 91.00	 7.37	 0.18	
0.00	 0.45	 0.89	 1.62	 91.00	 7.37	 0.18	
0.00	 0.24	 0.97	 1.62	 91.00	 7.37	 0.18	
0.00	 0.89	 0.45	 1.63	 92.00	 7.33	 0.17	
0.00	 0.97	 0.24	 1.63	 91.00	 7.36	 0.17	
1.00	 0.00	 0.00	 0.70	 86.00	 7.38	 0.13	
0.71	 0.00	 0.71	 1.04	 91.00	 7.34	 0.13	
0.45	 0.00	 0.89	 1.04	 91.00	 7.34	 0.13	
0.24	 0.00	 0.97	 1.04	 91.00	 7.34	 0.13	
0.71	 0.71	 0.00	 1.64	 90.00	 7.38	 0.17	
0.58	 0.58	 0.58	 1.62	 91.00	 7.40	 0.20	
0.41	 0.41	 0.82	 1.62	 91.00	 7.40	 0.20	
0.24	 0.24	 0.94	 1.62	 91.00	 7.40	 0.20	
0.45	 0.89	 0.00	 1.63	 92.00	 7.43	 0.17	
0.41	 0.82	 0.41	 1.63	 92.00	 7.38	 0.19	
0.33	 0.67	 0.67	 1.62	 92.00	 7.41	 0.19	
0.22	 0.44	 0.87	 1.62	 92.00	 7.41	 0.19	
0.24	 0.97	 0.00	 1.65	 91.00	 7.41	 0.18	
0.24	 0.94	 0.24	 1.63	 91.00	 7.40	 0.21	
0.22	 0.87	 0.44	 1.64	 91.00	 7.40	 0.21	
0.17	 0.70	 0.70	 1.61	 91.00	 7.35	 0.22	
0.89	 0.00	 0.45	 1.04	 91.00	 7.34	 0.13	
0.89	 0.45	 0.00	 1.63	 90.00	 7.47	 0.17	
0.82	 0.41	 0.41	 1.59	 92.00	 7.56	 0.17	
0.67	 0.33	 0.67	 1.59	 92.00	 7.56	 0.17	
0.44	 0.22	 0.87	 1.59	 92.00	 7.56	 0.17	
0.67	 0.67	 0.33	 1.63	 90.00	 7.35	 0.20	
0.44	 0.87	 0.22	 1.66	 88.00	 7.37	 0.18	
0.97	 0.00	 0.24	 1.04	 91.00	 7.34	 0.13	
0.97	 0.24	 0.00	 1.43	 87.00	 7.64	 0.15	
0.94	 0.24	 0.24	 1.49	 88.00	 7.50	 0.15	
0.87	 0.22	 0.44	 1.49	 88.00	 7.50	 0.15	
0.70	 0.17	 0.70	 1.49	 88.00	 7.50	 0.15	
0.87	 0.44	 0.22	 1.59	 92.00	 7.56	 0.17	
0.70	 0.70	 0.17	 1.66	 91.00	 7.40	 0.19	

 
 
 
  

Table S1: Parameter optimization for balanced active 
learning model on CXCR4 time series data. 
Compounds were sorted according to publication year 
and the first 33% served as training data. The 
remaining 66% were randomly split into learning set 
and external test set. Active learning was run for 50 
iterations. The parameters are the weights of the 
weighted average for the selection function, balancing 
the influence of the predicted affinity (w1), the 
uncertainty about that prediction (w2), and the random 
forest outlier measure calculated for that compound 
(w3). After the active learning model was trained, we 
calculated four different evaluation criteria: (i) the 
reduction of the mean squared error (MSE) on a 
randomly selected test set (ii) the number of scaffolds 
investigated (scaffold count SC) (iii) the average 
affinity of the picked compounds (AF) (iv) the area 
under the learning curve (ALC). The selected 
parameter set and the associated model quality is 
shown in bold.  
�
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(3) Use the descriptor ranking to remove the least
important half of the descriptors and retrain the model,
predicting the CV test set. Repeat removal of half of the
descriptors until there are two left.
(4) Aggregate results from all k CV partitions and compute

the error rate (or MSE) at each step of descriptor reduction.
(5) Replicate steps 1-4 10-50 times to “smooth out” the

variability. The median error rates for the 50 replications,
with medians connected by line segments, are shown in
Figure 2, for various choices of mtry. The four choices of
mtry that we examined here are mtry ) p (1522), p/2 (761),
p/4 (380), and p1/2 (39).
It can be seen that the median error rate remains roughly

constant until the number of descriptors is reduced to about
191, after which the performance begins to degrade. There
is no evidence that performance actually improves with
descriptor selection. Also, the default mtry has the best
performance. We observe similar results with the other data
sets used in this study: when there is a difference between

the performance of various mtrys, the default one is usually
among the best, and bagging is the worst. In some cases,
there is no performance difference between any of the
choices. Moreover, usually the performance stays flat or
begins to degrade when descriptors are removed, but we
usually do not see an actual improvement in performance
with descriptor selection. The exceptional case is the COX-2
classification data. In this case, mtry ) p (bagging) is the
best performer, as can be seen in Figure 3, although
descriptor reduction only degrades performance.
Other Parameters. There are two other parameters in

Random Forest: number of trees and minimum node size.
The number of trees should only be chosen to be sufficiently
large so that the OOB error has stabilized. In many cases,
500 trees are sufficient (more are needed if descriptor
importance or molecular proximity is desired). There is no
penalty for having “too many” trees, other than waste in
computational resources, in contrast to other algorithms
which require a stopping rule. To illustrate this point, we
made a random split of the estrogen data into training (2/3)
and test (1/3) sets and compared the OOB error rate with
the independent test set error rate, for Random Forest as the
number of trees increases; see Figure 4. The plot shows that
the OOB error rate tracks the test set error rate fairly closely,
once there are a sufficient number of trees (around 100).
The use of the OOB error rate to approximate the test error
rate will be discussed further in the next section. Figure 4
also shows an interesting phenomenon which is characteristic
of Random Forest: the test and OOB error rates do not
increase after the training error reaches zero; instead they
converge to their “asymptotic” values, which is close to their
minimum. The situation of the test error increasing after the
training error reaches zero is often called “overfitting”. In
this sense, one can say that Random Forest “does not overfit”.
Another parameter, minimum node size, determines the

minimum size of nodes below which no split will be
attempted. This parameter has some effect on the size of
the trees grown. For classification, the default is 1, ensuring
that trees are grown to their maximum size. (There is no
need to change this except to speed up the computation for

Figure 1. Boxplots of 50 5-fold cross-validation test error rates at
various values of mtry for the P-gp data set. Horizontal lines inside
the boxes are the median error rates. The plot suggests that mtry is
optimal near 39, the default value, and that the performance is
similar for values ranging from 11 to 190.

Figure 2. Median cross-validation test error rates at each step of
halving the number of important descriptors, using different mtry
functions, for the P-gp data set. Line segments connect the medians
of 20 5-fold CV error rates. The plot suggests that the default mtry,
p1/2, performs best, and that one can reduce to about 191 important
descriptors without degrading prediction performance.

Figure 3. Median cross-validation test error rates at each step of
halving the number of important descriptors, using different mtry
functions, for the COX-2 classification data set. Line segments
connect the medians of 20 5-fold CV error rates. The plot suggests
that bagging (mtry ) p) performs best, but that no descriptor
reduction should be attempted.
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Figure 1. Boxplots of 50 5-fold cross-validation test error rates at various values of mtry for the P-
gp data set. Horizontal lines inside the boxes are the median error rates. The plot suggests that 
mtry is optimal near 39, the default value, and that the performance is similar for values ranging 
from 11 to 190.�
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